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Abstract—This This paper proposes an application of
Evolutionary Particle Swarm Optimization (EPSO) to design
weighting matrices Q and R elements in Linear Quadric
Regulator (LQR) optimization process. Solving optimafeedback
control has already established by LQR method. Howey, there
still has some problem to find the weighting matries Q and R.
These weighting matrices are the most important comgnents in
LQR optimization method. Weighting matrices are calalated
using trial and error, Particle Swarm Optimazation (PSO), and
EPSO techniques and simulation results are comparedStatic
and Dynamic loads are considered and comparison ikkustrated.
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Those methods have a weakness calculating thegghting
matrices, since binary value is used and it iseqdifficult to
find the exact values.

Particle Swarm Optimization (PSO) is one of the
evolutionary computation (EC) techniques [21]. P83 been
proved powerful tool and outperform the other h#igi
methods. Simplicity, robustness, effectiveness anfggming
difficult optimization tasks and ability to treabth continuous
and discrete variables are the main features of.PB@
method has been applied in Power System Stab{lR86) is
reported [27].

Evolutionary PSO (EPSO) was first developed by hiiia
et al. [21] which combines conventional PSO with the

Dynamic stability of synchronous machines has beefgvolutionary strategy. EPSO puts together the quacef

discussed by many researchers for along time. Mmpers
have been published in this research area [1-213This
concept is widely used to enhance the performafiqower
system stability [3-7]. There are many methodsriprove the
stability performance of an interconnected powestesy. One
of those methods is an optimal control feedbackguginear
Quadratic Regulator (LQR) that has established imiclv
Controllable linear Time Invariant (LTI) system ¢uigh a set
of optimal feedback gain through minimizes a quadiadex
and makes a closed loop system. This method hasdslr
applied in many applications [8-14]. One problem L@R
method is how to determine the R and Q matricefle(ta
weighting matrix) for large power system. The otbees are
reliably and robustness, when a design optimal robnises
different load characteristic. This paper discussed solves
the above mention problem.

Evolution Strategies (ES) and of PSO. The partialesmove
according to the conventional PSO movement rulé, the
strategic parameters are selected according to re&qure.
Therefore, it is expected that the exploratory poefd?SO and
self-adaptation power of ES is obtained. Succesgfplication
in power system problems is reported in [22, 23]lavithe
results are compared with conventional PSO and lateul
annealing.

The proposed method designs the elements of matfce
and R using PSO and EPSO. The exact values ofcaatf)
and R elements can be determined, so that thecesitriesign
is easy to produce the optimal feedback contrai §afor large
power system.

The proposed method also considers two kinds afsSl@ae
static and dynamic load. The static load illussate load
characteristic as momentary function of magnitudéage and

The elements of weighting matrices Q and R ar§requency. The momentary load illustrated as costa

determined by using a conventional method is & ana error
to yield optimal feedback gain K. This techniquas be found
in [5,7]. Bryson proposed a simple iteration tocoédte the
weighting matrices in [6-7]. Both of those methati#l require
a long time for calculating process and difficalt farge power
system.

Robandi et al determined these weighting matricgagu
binary Genetic Algorithm (GA) method [13] and Fuz@®A
method [14]. Those techniques claim faster convetga
previous techniques and can be applied for largeepsystem.
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impedance, current constant or power constant. dymamic
load describes active power and reactive powerfasaion of
voltage and frequency magnitude at past and preasstant
times that is usually using a differential equatiftg].
Dynamic load has already applied in power systeahility is
reported in [15,17]. Both of loads are applied imgosed
method



II. THEORY
A. Power System Model
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Figure 1. Multi-machine power system model in Inesia

A power system model regarded as an interconnection y(t) = -Kix(t)

system that consist of generation, transmissionlead. This
plant has modeled linear synchronous generatorauitient as
state variable called two axis models. The modetiaghine
derived in reference [5,7].

The design of Centralized Optimal Feedback Control
in figure 1. This power system has

C. Dynamic Load Mode

(COFC) showed
demonstrated by using seven generators (n=7, ewy. das
turbine generators, one combine cycle turbine gdogrand
two water turbine generators), twenty buses (emg swin
bus, six generator buses and thirteen load buaed)500 kV
transmission line with two signal controls (e.g.vemor as
frequency signal and excitation as voltage signal).

The linear model of Fig. 1 has six state variahesAV g
(direct axes voltage)AVq (quadrature axes voltagepd
(power angle)Aw (angular frequency of stator currentsgi
(excitation machine voltageNTm (prime mover torque) and
two input signals i.eAV; (input signal control to excitation)
andAGSG (input signal control to governor). The subscripts
(=1,...,n) corresponds to the number of machines.
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B. LQR Optimal Feedback

The multi-machine power system model can be wriiten
state space equation as follows [13]:

x (1) = Axi(t) + Bui(t) (1)
yi(t) = Cxi(t) + Dui(t) 2

Where, static and dynamic loads can be explai{@@,42)
andA(44,44),B(42,14) andB(44,14),C(14,42) andC(14,44),
andD (null) are system matrices.

To solve the LQR optimal feedback solution equatibn
and (2) have to be developed. Minimization index dse
written as follows:

t
J; = J'[XT(t)Qi X' (@) +uT (O R; uT()|dt
to i=1,...,m(3)

Where, m is total variable state of single machioe. static
load m is defined as 6*n and for dynamic load ifndel as
6*n+2.

The solution of equation (3) can be given as fadow

P=ATP, +P,A-PBRIBTP, +Q; @)

If a time varying positive symmetric mati(t) converges
at t = oo, the solution of equation (4) can be obtained farm
algebraic Riccati equation as follows:

0=ATP +P,A-PBRIBTP, +Q;

(5)
The gainK; can be written as follows:
Ki= R'l BTPi (6)
(M

The equation (1) can be written as a closed losfesy, so

that we can discuss the converging behavior usimg
following equations:

—

i ()= (A - BK)x () @®

Developing dynamic load model has already done.Wy J

Milanovic [13]. Expression this model can be writt@as

follows:
Nyt /N JToS+1
ary = (P, /vo)nps«‘m(#‘i)rﬁ—)av
P 9)
Where,

P4 = load power demand

Tp = time recovery response of load

P, = value of power demand

Vo = nominal voltage of load

nps = Steady state of exponential voltage
net = transient of exponential voltage



Ill. PROPOSED SOLUTION METHODS

This section introduces the solution methods whéch
used in this paper. Trial and error method hasadyrein
optimal feedback control problem [5]. To enhancae gblution
method, swarm techniques have been applied irpéiger. The
following section describes an overview of proposethod.

A. Trial and Error Method

The trial and error method designs the elementsaifices
Q and R using experience and intuitive adjustméritis
method is very simple and very familiar in LQR apation.
Matrices Q and R are square matrices that haverdime 42 x
42 and 14 x 14 for static load, and 44 x 44 andk 144 for
dynamic load. The elements of diagonal-off of nuasi are
zeros for simplicity as such as has been demoedtiatsome
references, e.g. reference [5]. The elements aofodial of
matrices are designed by trial and error iteratmrobtain a
satisfactory index of value J. The optimal soluti@s found by
repeating several times, so that this method reguionger
time, and is not feasible for application in laggaled power
system.

B. Particle Swarm Optimization (PSO)

PSO is a kind of evolutionary algorithm, which eskcally
developed through simulation of swarms such akfaddirds
or fish schooling [18]. Similar to evolutionary alithm, PSO
conducts searches using a population of random raggeke
particles, corresponding to individuals (agentsieeer in
PSO, particles evolve in the search space motiviayethree
factors: inertia, memory and cooperatiorinertia implies a
particle keeps moving in the direction it had poexaly moved.

Memory factor influences the particle to remember thet bes

position of the search space it has ever visi@ubperation
factor induces the particles to move closer toltést point in
space found by all particles. Each particle is adaiate
solution to the optimization problem which, has @sn
position and velocity representedxaandv.

Searching procedure by PSO can be described as/folh
flock of agents optimizes an objective function.cEaagent
knows its best valugbes}, while the best value in the group
(gbes} is also known. New position and velocity of eagent
is calculated using current position and best wahleestand
gbestas below:

Vi =W+ X (pbest X) ey (gbest X)) g

Xik+1 - Xik +Vik+l (11)

Where,w is called inertia weightr, andr, are random
numbers between 0 andd;andc; are two positive constants,
called cognitive and social parameter respectively.

The first term in (10) represents inertia, the secterm
represents memory and the third one stands foreratipn
factor. The inertia weight was first introduced Bji and
Eberhart [23]. The inertia weight is used to conthe impact
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of the previous velocities on the current velocityfluencing
the trade-off between the global and local expegen
Although Zhenget al. [24] claimed that PSO with increasing
inertia weight performs better, linear decreasifghe inertia
weight is recommended by Shi and Eberhart [23,25]:

W,

max

iter, .

W .
o jter

W=Ww_ —

max

12)

WhereWmax andwmin are maximum and minimum of inertia
weight value respectivelytermaxis maximum iteration number
and iter is the current iteration. The authors claimed that
following parameters are appropriate and the vallesnot
dependon the problems:

Wmaxzo. 9, Wmin=0.4, C]_:CZ:2

The values are also reported to be appropriatgpdaver
system problems [19].

A so-called constriction factdt, is presented in [26]. It has
been claimed that this factor increases the alyuoig ability to
convergence to a good solution and can generatethguality
solution than the conventional PSO approach. Is ¢hse, the
expression used to update the particle’s velo@tomes:

Vik+1 —K* (V|k +cf, X ( pbest— Xk) +c2r2(gbest- Xk)) (13)

Where,

2
Ker—————=¢=c+C,,¢>4
\2—¢—v¢2—4¢

C. Evolutionary PSO (EPSO)

EPSO was developed by Mirandgal [20] that combines
conventional PSO with the evolutionary strategySBPstarts
the same as PSO, with a population of particlesegaed
randomly in the search space. Then, within the rarndf
iterations, the following steps are implemented:

(14)

1) Replication Each particle is replicatadtimes (usually
is considered @

2) Mutation The weights of the replicated particles are
mutated according to:

w, =w, +1N (0,) (15)

Wherer is a learning parameter (either fixed or treated a
as strategic parameters and therefore also subjectitation),

and N(0,1) is a random variable with Gaussian iistion, O
mean and variance 1.

3) ReproductionEach patrticle generates as offspring a new
particle according to the movement rule by (16) &hd),
similar to the equations (10) and (119f conventional PSO.
The replicated particles make use of the mutatedjhie
The offspring is held separately for the originaltjles and
the mutated ones.
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processes. Those processes are required to coraerfgst as

possible.

Initialization Input
Parameter Machines,
Network and Load

4) Evaluation: Each patrticle is evaluated according to their *
current position.

Vikﬂ:V\{*OVik +Wi*1><(pbest-><ik)+V\/i*z(gbes*t_)§k) (16)

gbest = gebst-7'N (01) (17)

T is a learning parameter (either fixed or treatésb as
strategic parameters and therefore also subjenutation).

Power Flow Using

5) Selection The best particles are selected by stochastic Aol Sl

tournament or other selection procedure, to forrmeav +
generation.

Power System Model
Using Equation 1 and
Equation 2

EPSO puts together the concepts of Evolution Sjiege
(ES) and of PSO. The particles move according te th
conventional PSO movement rule, but the strategiarpeters
are selected according to ES procedure. Therefibrés
expected that the exploratory power of PSO andaskdptation
power of ES is obtained.

Yes No
or Dynamic

Load ?

The diagonal elements Q and R matrices are savghleist

for both of swarm techniques.

IV. SIMULATION RESULTS

Calculated processes determine the optimal feedbach
control K that form flowchart using PSO and EPSChuods
showed in Figure 2. This PSO method has used ragd®mn
populations the same as an EPSO method. WhereagRBO
has used replication process, mutation process raitdomly
normal, reproduction process with communicationtdiad,
evaluation process, and selection process with orahd
normal. The end of proposed methods processes yed
elements of Q and R matrices. The exact valuesabfices Q
and R are obtained by using PSO and EPSO. For dxaome
of diagonal elements of matrix Q and one of diagetements
of matrix R using PSO method are 5.03483557528304 x
1.0e+004 and 0.000519116082757, and one of diagonal
elements of matrix Q and one of diagonal elemehtsairix R
using EPSO method are 5.63809607985969 x 1.0e+004 a
1.0e-003 x 0.18388795687739. Those values of neatrised
to determine optimal feedback control K by usingression
(5) and 6. The closed loop system calculated wélues of
optimal feedback control K by using expression (8).

This simulation considers for power system abowd th
voltage and frequency behaviors when various ste@aks are
applied as small load disturbance in peak load itiond Even
if, the static and dynamic loads are applied tsthate the real
time load characteristic.

The both of swarm techniques and trial and errothote
are compared in this simulation. The result of carigons
showed in figure 3 — 6 and table 1 — 3.

The both of the proposed method yield the direetgct
values of Q and R matrices that reduced the eatmulating
processes. Therefore, these methods can be uste st
methods to determine the directly exact values lefnents

Figure 2.
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Figure 3 Voltage of generator 2 response withcstatid

Figure 3 illustrates voltage response for generatevith

static load by using trial and error, PSO, and ER$hods.

matrices of Q and R. Whereas, an advantage of @OEP The best performance of design optimal control fee# is

method has the processing of replacement,

reproduction, evaluation and selection inside datmg
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mutatiombtained by EPSO method.
overshoot of each generator is shown in table & Srhallest

The calculation maximum
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overshoot is obtained by an EPSO method e.g. ma®imumaximum overshoot of voltage response of generatare

overshoot of voltage response of generator
0.65249744259 x 1.0e-007 of trial and error, 0138912814
x 1.0e-007 of PSO, and 0.230497805358 x 1.0e-0&P&O.

Table 1 Maximum Overshoot of Voltage Response USiatjc Load

Gen Trial and Erro PSC EPSC
1.0e-007 * 1.0e-007 * 1.0e-007 *
1 0.708440773€ 0.5405018159: 0.11837034331
2 0.6524974425 0.34613801281 0.2304978053¢
3 60.2461378191 2£.1239133769¢€ | 1€.27689498032
4 271831096076 2(.29035855341 | 5.7822050999C
5 6.1277860802 3.7466391281¢ 1.98816695261
6 12.6007747666 5.35512964264 3.0431426280¢
7 00.2730287211 0.11£71507759 0.07811722122

FREQUENCY GEN 4 RESPONSE
T T T

Frequency (pu)

1

\4> Trial and Error
|
|

|~—— Pso

\
b» EPSO
N

N

25
Times (second)

Figure 4. Voltage of generator 4 response witicsiaad

Figure 4 illustrates frequency response of generatwith
static load by using trial and error, PSO, and ERShods.
The best performance of design optimal control beed is
yield by EPSO method. The calculation maximum skeot

of each generator is given in table 2. The smatiestshoot is

Voltage (pu)
X °

o

VOLTAGE GEN 5 RESPONSE

2 ard.13688713428 x 1.0e-007 of trial and error, 15852395281
x 1.0e-007 of PSO, and 0.142059413130 x 1.0e-0EP&O.

——— Trial and Ermor

/ Pso
>/. EPSO
i anae S

4 5 6
Times (second)

Figure 5. Voltage of generator 5 response with dyodoad

Table 3 Maximum Overshoot of Voltage Response UBipigamic Load

Gen Trial and Erro PSC EPSC
1.0e-007 * 1.0e-007 * 1.0e-007 *

1 0.391088025¢ 0.1013345324¢ 0.0108597819(
2 0.4927374497 0.1521375964¢ 0.0346062621¢
3 52.1570718119 14.45848371032 3.50364388402
4 22.3841604991 6.61074345702 2.18548107332
5 4.1368871342 1.2935623952¢ 0.4014908473¢
6 1.7968108289 0.2857139635¢ 0.14205941313
7 0.192413303¢ 0.0686983059¢ 0.0195448380¢

produced by an EPSO method e.g. maximum overshbot o
frequency response of generator 4 are 146.1750850200e-
007 of trial and error, 74.080429563469 x 1.0e-60PSO,
and 40.849689934540 x 1.0e-007 of EPSO.

Table 2 Maximum Overshoot of Frequency ResponsedBiatic Load

Gen Trial and Erro PSC EPSC
1.0e-007 * 1.0e-007 * 1.0e-007 *
1 323.4906524043 1€.0135466499¢ 10.04863373650
2 27.0725554668 12.5628580587€ 7.65561609111
3 62.8506603513 31.5299835308C 17.7485460747C
4 14€.1750850207 | 74.0804295634¢€ 40.84968993454
5 1.6640586369 0.9453350494¢€ 0.4639301991F
6 3.3030329900 1.6472999727¢ 0.90201405542
7 4,5075490421 2.33308094712 1.25161721957

Figure 5 illustrates voltage response for generatevith

dynamic load by using trial and error, PSO, and @PS Table 4 Maximum Overshoot of Frequency Responsed.Bynamic Load

Frequency (pu)

x10°

FREQUENCY GEN 1 RESPONSE

——» Trial and Error
ok

P
oSN

2k

PSO

EPSO

5
Times (second)

Figure 6. Frequency of generator 1 response witiaiahyc load

methods. The best performance of design optimalraon
feedback is obtained by EPSO method. The calounlati

maximum overshoot of each generator is shown ile tabThe

smallest overshoot is achieved by an EPSO methgd e.

Gen Trial and Erro PSC EPSC

1.0e-0C7 * 1.0e-0C7 * 1.0e-0C7 *
1 27.7062737416 7.6834040375C 2.80102747227
2 22.2054173554 6.21840903804 2.07016641262

29



3 51.6410564085 14.48601061692 4.80979483191
4 10€.392773184 3357440622247 1113909073494
5 0.179716592¢ 0.0495449509(C 0.0171082814¢
6 5.0630632053 1.4083607369¢ 0.47816457472
7 5.7232775581 1.63764005857 0.5410812749¢
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The settling time, error steady state and perdet steady

state did not calculate in this research.

An EPSO method can develop to consider

in this paper, but used also other value e.g. 0.2.

Figure 6 illustrates frequency response of genethiwith
dynamic load by using trial and error, PSO, and @PS
methods. The best performance of design optimalraon [1]
feedback is given by EPSO method. The calculataximum
overshoot of each generator showed in table 4. Shhallest (2l
overshoot is yield by an EPSO method e.g. maximum
overshoot of frequency response of generator 1 arg;
27.70627374169 x 1.0e-007 of trial and error,
7.683404037506 x 1.0e-007 of PSO, and 2.80102747%27 4
1.0e-007 of EPSO.

Table 5 Dynamic Load Effect by Changing Places wfidnic Load [5]

Gen. Bus ] Bus 2 Bus £ Bus i

Vol. | Freq | Vol. | Freq | Vol. | Freq | Vol. | Freq [6]
1 (@] (@] 0] (@] X X X X
2 @) @) @) @) X X X X 7]
3 O O A A X X X X
4 (@] (@] 0] (@] X X X X 8]
5 @) @) 0] @) 0] @) A A
6 A O ¢} O O O A O
7 |0 |o |0 [0 |a |sa |0 |0 9

Where, X — did not give effech - gave small effect, and O —

gave big effect
Table 5 showed the effect of dynamic load by chamgi

places of dynamic load. The power system had féwences,
when, dynamic load placed in bus 5 and bus 7. Hewav
obtained significant influences, when, dynamic Iqdaced in
bus 1 and bus 2. The reason of this phenomenousid land
bus 2 near generator has small capacity and fan fsthers
generators (i.e. there are one or two generaton wihall
capacity). Whereas, bus 5 and bus 7 is near gendras big
capacity and near to others generators (i.e. theeethree
generators near bus 5 and 7 with big and mediuracigp.

[14]

V. CONCLUSION AND DISCUSSION

The proposed methods (PSO and EPSO) yield exactly
values of matrices Q and R. For example, one ofatial
elements of matrix Q and one of diagonal elemehtsairix R
using PSO method are 5.03483557528304 x 1.0e+0@4 an
0.000519116082757, and one of diagonal elementgatix Q
and one of diagonal elements of matrix R using ER&thod
are 5.63809607985969 x 1.0e+004 and 1.0e-003
0.18388795687739.

The best performance of voltage and frequency betsav
were obtained by using proposed method (EPSO)hdmtthe
processing of replacement, mutation, reproductésaluation
and selection inside calculating processes.

The dynamic load that placed far from generatoh \kig
capacity influenced the performance of voltage fraquency
behaviors significantly.

The objective function can develop to obtain th@imium
index J better than using in this paper.
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